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OUR SOLUTION "W DRUID ALGORITHM

DRUID - Drift detectoR from boUnded Distance For every new labeled sample:
e Trades off a small number of batch model computations for better 1. Update the sliding window W
accuracy.

2. Update ||r|| using Theorem 1

e Suitable for linear model with L,-regularized convex differentiable loss. 3. I ||| > Threshold, compute 3

e Supports both classification and regression tasks. from the samples in W

Monitors the distance between the last batch-computed model
(87) and the hypothetical model that could be computed from
the current position of the sliding window (35 ). 1. Return the prediction of 3} for x

Prediction for a new sample x:

RESULTS ON REAL DATA . RESULTS ON ILL-CONDITIONED PROBLEMS .

DRUiD’s batch mode performs well on ill-conditioned
problems, while incremental algorithms perform poorly.

DRUID achieves better tradeott of accuracy vs number of
computations than existing algorithms.
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